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A B S T R A C T

This paper engages in a comprehensive investigation concerning the application of Explainable Artificial
Intelligence (xAI) within the context of deep learning and Artificial Intelligence, with a specific focus on its
implications for cybersecurity. Firstly, the paper gives an overview of xAI techniques and their significance
and benefits when applied in cybersecurity. Subsequently, the authors methodically delineate their systematic
mapping study, which serves as an investigative tool for discerning the potential trajectory of the field. This
strategic methodological framework lets one identify the future research directions and opportunities that
underlie the integration of xAI within the realm of Deep Learning, Artificial Intelligence, and cybersecurity,
which are described in-depth. Then, the paper brings together all the gathered insights from this extensive
investigation and closes with final conclusions.
1. Introduction

Today, the society’s reliance on the Internet and its associated
services spans across all the sectors, transforming it into a critical
infrastructure that supports the whole society. The stakes are excep-
tionally high particularly in the fields dealing with sensitive data or
those with potential serious consequences, such as healthcare, law
enforcement, finance, and national security. In these domains, a well-
designed cyberattack could not only result in the loss of sensitive data
but also damage public trust, have profound economic implications or
even endanger lives.

This evolving scenario underscores the crucial importance of cyber-
security as a discipline that transcends and encompasses all the others.
In an era where digital technologies are integrated into every aspect of
daily life and business operations, cybersecurity is no longer an optional
add-on but a fundamental layer of defense. It acts as the basis upon
which the security of all the other sectors is built, ensuring the integrity,
availability, and confidentiality of data [1].

In the highly interconnected digital landscape of today, where citi-
zens face a multitude of cyber-threats on a daily basis, network intru-
sion detection systems (NIDS) have emerged as indispensable guardians
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of network security. These systems offer real-time monitoring capa-
bilities, enabling the identification of any suspicious activities. Nev-
ertheless, as the networks grow increasingly intricate and cyberat-
tacks become more sophisticated, the task of accurately detecting and
categorizing intrusions has grown progressively more challenging [2].

To address the challenge posed by NIDSs, machine learning (ML)/
deep learning (DL) algorithms [3,4] have emerged as a promising
solution, showing significant potential in enhancing detection accuracy.
And yet, these sophisticated algorithms often operate in an opaque or
black-box manner, e.g. their inner workings not being understandable
to human operators. Consequently, operators find it challenging to
comprehend the reasoning behind specific decisions made by these
algorithms [5,6]. When achieving transparency in the decision-making
process proves elusive, concerns arise regarding the reliability and
trustworthiness of these models. This concern becomes particularly
critical in the high-stakes domains such as healthcare, law enforcement,
autonomous vehicles, finance, and, notably, in the context of this
research, cybersecurity [7,8].

The absence of transparency in AI systems has led to the proposition
of making AI decision understandable, giving rise to the concept of
explainable AI (xAI). Explainability entails the capacity of humans to
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Fig. 1. The main concept behind explainable AI (xAI).

comprehend and interpret the decision-making process of ML algo-
rithms. Within the context of network intrusion detection, the intro-
duction of explainability can help recognize the decisive data attributes
contributing to specific decisions, thereby facilitating human analysts in
grasping the nature of threats and devising effective countermeasures.
Furthermore, explainability can serve as a means to uncover biases
and errors within models, leading to enhancements in their perfor-
mance [9]. Fig. 1 shows the graphical representation of the main
concept behind explainable AI, serving the role of a magnifying glass
used to peek inside the ‘‘black-box’’ model.

This transparency, or rather, lack thereof, especially in the context
of cybersecurity and network intrusion detection, may have real-world
consequences and significance. To name just a few examples, explain-
able AI methods can aid in improved identifying and understanding the
behaviour patterns indicative of threats and consequently in the iden-
tification and analysis of anomalous network traffic, which could indi-
cate a cybersecurity threat. By understanding the reasons behind the
classification of traffic as anomalous, security professionals can more
effectively and accurately respond to potential threats [10]. Similarly,
the use of xAI in malware detection allows for a deeper understanding
of the features that lead to the classification of a file or process as
malicious. This can improve trust in malware detection systems and
facilitate the development of more effective countermeasures [11]. In
the broader cybersecurity context, explainability is also of exceptional
value. For example, it can significantly enhance phishing detection
systems by providing insights into why certain emails or websites
are flagged as malicious. This can help security analysts understand
the characteristics of phishing attempts and improve the accuracy of
detection models over time [12].

Meske et al. have remarked that explainability should not be per-
ceived as a byproduct ‘‘problem arising through AI’’. Rather, it is ‘‘as
old as the topic of AI itself’’ [13]. And yet, as pointed out by Mathew,
explainability ‘‘is still in its early stages’’, which leaves plenty of room
for future research [14]. In turn, it is the innovative research on xAI
which has the potential to positively influence the application of AI in
general [15].

It has been projected that the hype cycle for xAI will last longer
than 10 years [15]. In other words, the expectations and excitement
about Explainable AI are expected to persist at high levels for an
extended period before reaching a more stable and realistic phase of
adoption. This can have various implications, such as extended invest-
ments, advancements in the field, and potential challenges in managing
heightened expectations and delivering on the promises of Explainable
AI. Primarily, it signifies that the field will undergo intensive research
efforts. Bearing these considerations in mind, the authors of this paper
aimed to identify research opportunities for xAI, and to analyse and
categorize potential research directions. This work presents the results
of their study.
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This paper is structured as follows: in Section 2, the background
for the study has been laid out. Section 3 discusses the materials and
methods applied in the study presented. In Section 4, the detailed
results of the study have been shown, with final conclusions coming
thereafter.

In Fig. 2, the structure of this paper has been illustrated in the form
of a roadmap.

2. Background

In addition to its importance in the context of AI and machine
learning in general, xAI is increasingly used due to the need for trans-
parency and accountability. The xAI techniques can greatly enhance
the interpretability of machine learning models, making them more
accessible for stakeholders and building trust in the models [16]. In
the context of cybersecurity, explainable Artificial Intelligence plays
a fundamental role by enhancing the transparency and interpretabil-
ity of machine learning models, allowing security professionals to
effectively scrutinize and detect potential vulnerabilities, threats, or
adversarial attacks, ultimately contributing to more robust and re-
silient cyber-defense mechanisms. In this section, the most prominent
xAI techniques applicable in cybersecurity/network intrusion detection
have been presented.

2.1. Overview of xAI techniques applicable in network intrusion detection

Several explainable AI techniques can be harnessed for network
intrusion detection; some of the most notable ones have been explored
in this section.

One of the ways of organizing xAI methods proposed in the subject
literature has been dividing them into local and global ones, and the
ones which could be classified into both categories.

2.2. Local and global explanations

Local and Global Explanations are two distinct xAI methodologies.
The emphasis of Local explanations is on working out the rationale
behind specific decisions made by the model in question. Their aim
is to answer why a model made a specific decision with regard to a
specific instance. These methods give insights into how each attribute
influences a specific decision. Conversely, Global explanations aim to
offer a comprehensive overview of the model’s decision-making process
over a broad range of instances, providing a macroscopic perspective
on the model’s operational dynamics.

2.3. Local xAI methods

2.3.1. Scoped rules (ANCHORS)
ANCHORS is a model-agnostic perturbation-based xAI approach

within explainable AI that generates ‘‘if-then’’ rules, establishing clear
demarcations for its explanations. It concentrates on the relationships
between inputs and outputs. The method navigates the challenges
of computational complexity in high-dimensional spaces by proba-
bilistically defining rules, selecting candidates until their accuracy
reaches statistical significance. Once the precision threshold is sur-
passed, the generated explanations gain relevance across a wider array
of instances [17].

Fig. 3 presents a sample screenshot showing an explanation using
the ANCHORS method, in the context of NIDS, as applied by the authors

of the paper.
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Fig. 2. The roadmap of this paper.
Fig. 3. An explanation using the ANCHORS method, in the context of NIDS; a snapshot from the authors’ framework.
2.3.2. LIME (Local Interpretable Model-Agnostic Explanations)
LIME, an algorithm introduced in 2016, serves the purpose of

providing explanations for the predictions made by intricate machine
learning models. It accomplishes this by constructing a ‘‘local’’ model
that approximates the behaviour of the original model within the
vicinity of a particular input instance. LIME’s model-agnostic nature
renders it compatible with diverse machine learning models, including
deep neural networks, decision trees, and support vector machines.

The LIME algorithm unfolds in several steps. Initially, it selects the
instance requiring explanation. Subsequently, it generates perturbed
versions of the instance by introducing random alterations or noise
to the input features. The quantity of perturbed instances depends on
factors such as the complexity of the original model and the desired
level of accuracy. The next step involves the computation of weights
assigned to interpretable features. This is achieved through training
a linear model on the perturbed instances, with interpretable features
as inputs and the output representing the predicted probability of the
original model. The weights derived from the linear model are then
employed to gauge the significance of each feature in the prediction.
The final stage entails the creation of the local model. This is executed
by selecting a subset of interpretable features based on their importance
weights and training a straightforward interpretable model. The local
model subsequently explains predictions by displaying the contribution
of each feature to the output [18,19].

Fig. 4 presents a sample screenshot showing an explanation using
the LIME method, in the context of NIDS, as applied by the authors of
the paper.

2.4. Diverse Counterfactual Explanations (DiCE)

Counterfactual Examples (CE) are datapoints created to answer
what-if scenarios on what would have to happen to a particular sample
to flip its label, while perturbing it minimally. In DiCE, the adjust-
ment of features contains constraints for proximity to the perturbed
instance, and diversity, so the constructed CEs are different from one
another [20].

Fig. 5 presents a sample screenshot showing an explanation using
the DiCE method, in the context of NIDS, as applied by the authors of
the paper.

2.4.1. Individual Conditional Expectation (ICE)
ICE plots are a visualization tool used in data analysis to explore

the relationship between a feature and the target outcome on a per-
instance basis. They enable a detailed examination of how changes
in a feature’s value affect the prediction for each individual sample,
providing a comprehensive understanding of the feature’s impact across
3

the dataset. This approach offers a more personalized insight into the
data, highlighting the variability of the feature’s effect among different
instances, without assuming the features to be independent.

2.5. Global xAI methods

2.5.1. Decision trees
The decision tree technique, which constructs a tree-like represen-

tation of decisions and their potential outcomes, serves as a prominent
illustration of a rule-based approach. Each node within the tree signifies
a decision based on a specific data feature or attribute, while the edges
represent the diverse consequences associated with that decision [21].

Roth et al. (2021) devised a reinforcement learning algorithm aimed
at determining collision-free routes for robots. To mitigate errors, they
transformed the algorithm into a decision tree, naming their approach
XAI-N [22]. A distinct approach was introduced by Schaaf et al. (2019),
where L1-orthogonal regularization was incorporated during network
training to enhance the alignment of a decision tree with deep neural
networks [23]. In the realm of cybersecurity, decision tree models
have found application in enhancing the trust management of machine
learning algorithms [24]. The authors posit that artificial intelligence
derives conclusions by scrutinizing vast datasets to uncover potentially
concealed patterns and subtle signals.

Fig. 6 presents a sample screenshot showing an explanation using
the Decision Trees method, in the context of NIDS, as applied by the
authors of the paper [25].

2.5.2. Rule lists
The production rule system, often referred to as a rule-based ex-

pert system, stands as another prevalent rule-based methodology [27].
This system comprises an ensemble of production rules that delin-
eate the relationships between input and output variables. Production
rules are commonly expressed in ‘‘if-then’’ statements, where the an-
tecedent constitutes the conditions or prerequisites to trigger the rule,
and the consequent represents the action executed upon rule activa-
tion [28]. Expert systems frequently find application in diagnostic and
decision-making contexts [29].

The principal advantage of rule lists lies in their interpretability.
They also tend to outperform decision trees, as they only necessitate a
single pass through the input features for categorization [30]. Bahani
et al. (2021) implemented a fuzzy algorithm for the classification of
heart disease diagnoses [31].
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Fig. 4. An explanation using the LIME method, in the context of NIDS; a visualization coming from the LIME library [18] integrated into the authors’ framework.
Fig. 5. An explanation using the DiCE method, in the context of NIDS; a snapshot from the authors’ framework.
Fig. 6. An explanation using the Decision Trees method, in the context of NIDS; a visualization made with the Scikit-learn library [26] integrated into the authors’ framework.
2.5.3. RuleFit
RuleFit represents a machine learning methodology that fuses de-

cision trees with linear models to create a hybrid model proficient
in capturing both linear and non-linear data associations. To detect
non-linear relationships within the data, the RuleFit algorithm initially
constructs a decision tree ensemble, frequently employing a random
forest. Subsequently, through a process called rule extraction, the de-
cision tree algorithm is transformed into a set of rules. These extracted
rules are then amalgamated with linear models like linear regression
4

or logistic regression to craft the hybrid model. While the linear mod-
els capture the linear data patterns, the non-linear correlations are
encapsulated by the rules sourced from the decision tree ensemble.
During training, the model learns the weights associated with each
component [19,32].

Luo, Chao, et al. applied this methodology in the context of cancer
prediction. Their results demonstrated the RuleFit-based nomogram’s
accuracy in predicting survival among individuals with nasopharyngeal
carcinoma. In terms of discrimination and calibration, the nomogram
surpassed previous models that omitted inflammatory markers [33].
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Fig. 7. An explanation using the PDP method, in the context of NIDS; a visualization coming from the PDP library integrated into the authors’ framework.
2.5.4. Linear models
represent mathematical models explaining the relationship between

a dependent variable and one or more independent variables. Fre-
quently deployed in regression tasks, they predict the dependent vari-
able’s value based on the independent variables’ values. Linear models
offer interpretability by furnishing insights into the magnitude and
direction (sign) of the coefficients associated with the independent
variables [34].

2.5.5. Partial Dependence Plots (PDP)
PDPs are a tool for visualizing the connection between a subset of

input features and the predicted outcome, while treating other features
as independent. This makes it possible to understand the global model
behaviour. Given the cognitive constraints of humans, features are
analysed either individually or in small sets. For the feature, PDPs
calculate the average predicted response for variations within a specific
feature; thus, they facilitate an understanding of how changes in the
feature affect the target variable [18].

Fig. 7 presents a sample screenshot showing an explanation using
the PDP method, in the context of NIDS, as applied by the authors of
the paper.

2.6. Both global and local xAI methods

2.6.1. Rule-based methods
Rule-based techniques represent a form of explainable AI that op-

erates by constructing a set of explicit rules to explain the decision-
making process of the model. These rules are intelligible to humans,
and their logic is readily understandable [35]. The rules can either
be established manually by domain experts or acquired through a
rule-learning algorithm [19,21].

There are several advantages associated with the adoption of rule-
based strategies in contrast to other machine learning models. They
possess an inherent readability, and their decision-making process is
transparent, facilitating the detection and rectification of model er-
rors. Furthermore, they exhibit high scalability and adaptability in
handling both continuous and discrete data [36]. Nevertheless, rule-
based methods also carry certain drawbacks. They demand substantial
prior domain knowledge and might fall short in capturing intricate in-
teractions among variables. Additionally, they prove inadequate when
handling noisy or missing data, and they are susceptible to alterations
in data distribution [37].

2.6.2. Certifai
Certifai stands as a versatile tool applicable to any black-box model

and various input data types, offering the CERScore, a measure of black-
box model robustness that surpasses the performance of methods with
access to internal model details [38]. By making specific selections, the
algorithm confines the values of sampled points, enabling the generated
counterfactuals to reflect a user’s concept of how much they can alter
their features. Building on this work, a framework named ‘‘Cortex
Certifai’’ was introduced [39].
5

Fig. 8. An explanation using the SHAP method, in the context of NIDS; a visualization
coming from the SHAP library integrated into the authors’ framework.

2.6.3. SHAP (SHapley Additive exPlanations)
SHAP, an approach within machine learning, assigns scores to indi-

vidual input features to explain predictions. The SHAP score represents
the disparity between the expected prediction when a feature is present
and when it is absent. This calculation is performed across all pos-
sible feature combinations and averaged. The first step in the SHAP
algorithm involves establishing baseline predictions, which reflect the
model’s average prediction across the entire dataset.

The computation of SHAP values for each input feature employs the
Shapley value, a concept rooted in cooperative game theory, to allocate
contribution values to each feature. Considering interactions with other
features, the Shapley value indicates a feature’s marginal contribution
to the prediction. The final step entails amalgamating these values to
attain a comprehensive interpretation of the prediction. This is often
achieved by displaying the values associated with each feature through
bar plots or summary plots [19,40].

Fig. 8 presents a sample screenshot showing an explanation using
the SHAP method, in the context of NIDS, as applied by the authors of
the paper.
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2.6.4. ProtoDash
ProtoDash is a technique designed to identify ‘‘Prototypical Sam-

ples’’ in a dataset, which is essential in understanding the defining
features of a particular subset or class within the data by pointing to
the samples which represent it the best. By efficiently selecting samples
that maximize similarity, ProtoDash offers a concise representation
of the target class, allowing for a clearer insight into its essential
characteristics [41].

3. Material and methods

In this paper, the authors have conducted a systematic targeted
review of the existing literature to identify the potential research direc-
tions and opportunities for explainable AI in cybersecurity. The applied
approach involves a blend of quantitative and qualitative research
design methodologies.

In this section, the authors have provided an overview of the
methodology employed in the study presented. The study is based on
a systematic mapping study conducted following the guidelines out-
lined by Petersen et al. [42]. The initial step involved formulating the
research question: ‘‘What are the potential research directions/ research
pportunities for the explainability techniques employed in cybersecurity,
.e., network intrusion detection?’’

The answer to this question has been provided in Section 4.

.1. The course of the study

Following the formulation of the research question, the study pro-
eeded through the following stages:

1. Definition of Search String: A search string was defined to iden-
tify relevant papers.

2. Papers Search: The search for papers was initiated using the
defined search string.

3. Inclusion and Exclusion Criteria: Inclusion and exclusion criteria
were then established, and they were subsequently applied to the
papers identified in the search.

4. Categorization of Papers: The identified papers were categorized
according to their relevance and content.

5. Data Extraction: The necessary data was extracted from the
categorized papers.

6. Data Analysis: Finally, the collected information was subjected
to analysis in order to address the research question.

.2. Material collection methodology

This study employed the systematic literature review approach,
ollowing the principles of the Preferred Reporting Items for Systematic
eviews and Meta-Analyses (PRISMA) framework [43]. It involved the
nalysis of high-quality papers sourced from reputable sources.

The papers were retrieved from the following databases: Science
irect, IEEE Xplore, DBLP, and arXiv. Additionally, a search on Re-

earchGate was performed, followed by a supplementary Google search.
The selection of databases for retrieving papers was a critical step

n the research process, aimed at encompassing a comprehensive and
iverse range of scientific contributions. Science Direct and IEEE Xplore
ere chosen for their extensive collections of peer-reviewed articles in

he fields of computer science and engineering, ensuring coverage of
oundational and cutting-edge research in cybersecurity and AI. DBLP
as included for its broad indexing of computer science bibliography,
ffering access to a wide array of conference proceedings and journals.
hen, arXiv was selected for its repository of preprints, allowing the
uthors to incorporate the most recent findings not yet published
n peer-reviewed venues. Finally, ResearchGate and supplementary
oogle searches were conducted to possibly capture grey literature and
orks in progress, broadening the review to include emerging insights
6

nd trends not yet formally published.
Table 1
The preliminary search results for the Search String.

((‘‘xai’’ OR ‘‘explainable AI’’ OR ‘‘explainability’’) AND (‘‘research directions’’ OR
‘‘research opportunities’’))

Source Number of papers found

ScienceDirect 1636
IEEE Xplore 27
DBLP 52
ResearchGate 10 000
arXiv 48
complimentary Google search 8
Total 11 771

Table 2
The search results for the complimentary Search String.

((‘‘xai’’ OR ‘‘explainable AI’’ OR ‘‘explainability’’) AND ‘‘future’’)

Source Number of papers found

ScienceDirect 2034
IEEE Xplore 25
DBLP 8
ResearchGate 10 000
arXiv 106
complimentary Google search 5
Total 12 178

3.3. Building the search strings

To answer the research question in the course of the literature
study, proper search strings had to be determined. In order to do so,
the construction of the search strings followed the PICO (Population,
Intervention, Comparison, and Outcome) technique [44]. As mentioned
in [45], in the case of systematic mapping studies, it is enough to use
the criteria of Population and Intervention only; therefore, in this study,
the strings were constructed as follows: Population: in the context of the
research questions, Population is explainable AI in Network Intrusion
Detection. Intervention: in this context, it is the word ‘‘research direc-
tions’’ and ‘‘research opportunities’’. Using the identified keywords, a
search string was constructed:

((‘‘xai’’ OR ‘‘explainable AI’’ OR ‘‘explainability’’) AND (‘‘intrusion
detection’’ or ‘‘cybersecurity’’) AND (‘‘research directions’’ OR ‘‘re-
search opportunities’’))

As this initial search string proved to be too specific and the number
of results was unsatisfactory, it was then simplified as follows:

((‘‘xai’’ OR ‘‘explainable AI’’ OR ‘‘explainability’’) AND (‘‘research
directions’’ OR ‘‘research opportunities’’))

The number of primary search results for this new string has been
shown in Table 1.

The initial search yielded a total of 11 771 results.
Following a discussion, the authors wished to enhance the quality

of the results; in order to do so, they decided to apply one more search
string, incorporating the concept of a more general ‘‘future’’ of xAI.
Thus, the complimentary search string was used:

((‘‘xai’’ OR ‘‘explainable AI’’ OR ‘‘explainability’’) AND ‘‘future’’)
In this case, the numbers of results were as presented in Table 2.
This search uncovered additional 12 178 potential hits. Collected

together, the results underwent thorough screening by the authors. In
cases where the number of results was particularly extensive, the search
outcomes were scrutinized until they reached a point of diminishing
relevance or inclusion of relevant materials. This rigorous selection
process resulted in 985 papers being chosen for further examination.

It must be noted that in the final analysis and selection of papers for
this study, the decision was ultimately guided by the extensive expertise
of the authors, ensuring that despite the broad initial search, the focus
remained sharply on works of substantial relevance and depth within
the cybersecurity domain.

Following this, to ensure the selection of the most relevant and
valuable papers, specific inclusion and exclusion criteria were defined.
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Fig. 9. The papers used for the study, by year of publication.

These criteria were developed based on both the research expertise of
the authors and a comprehensive review of pertinent survey papers in
related fields. The inclusion criteria for selecting papers were carefully
designed to ensure the relevance, currency, and quality of the literature
included in this systematic mapping study. The ultimate inclusion
criteria for the papers were as follows:

• Peer-reviewed scientific papers;
they were prioritized to guarantee the credibility and rigour of the
research which was analysed, adhering to the academic standards
of evidence-based inquiry.

• Written in English;
limiting the review to works written in this language allowed
for a broad yet manageable scope, considering English as the
predominant language of scientific communication.

• No older than 5 years old;
the imposed publication window of no more than five years
helped focus on contemporary developments in the field, reflect-
ing the rapid pace of innovation in cybersecurity and explainable
AI.

• Available to authors;
accessibility to them was essential to ensure that all selected
studies could be thoroughly reviewed and analysed, thus avoiding
the potential bias of excluding significant research not readily
available.

• No duplicates;
the exclusion of them was crucial for maintaining the clarity
and efficiency of the data synthesis process, ensuring that each
selected piece of literature contributed unique insights to the
study.

The criteria were subsequently employed to assess the downloaded
papers. Initially, they were applied to the abstract and available meta-
data, resulting in the retention of 68 papers.

Finally, when necessary, the inclusion and exclusion criteria were
extended to encompass the full papers. The authors further refined the
results; if a paper was deemed especially relevant to the study but did
not fully meet the inclusion criteria, it was included following a group
discussion.

As a result, a total of 19 papers were ultimately selected for inclu-
sion in this category of the study, [46–64].

In Fig. 9, the number of papers included in the final part of the
analyses have been presented according to their date of publication.

The composition of the selected papers, with 8 from 2023, 4 from
2022, 6 from 2021, and 1 from 2020, underscores the cutting-edge
nature of our research corpus. The absence of papers from 2019 and
the concentration of more recent publications not only adhere to the
authors’ criterion of studying works no older than five years but also en-
sure that the analysis presented is grounded in the latest developments
and trends in the domain of cybersecurity and explainable AI.
7

Once the papers for data extraction were chosen, the authors en-
gaged in a group discussion to determine the specific data to be
extracted and included in the data extraction form. It was agreed among
the authors that one author would carry out the data extraction process,
while the remaining authors would verify the results of this process.

To address the research question effectively, it was essential to
identify suggestions and ideas regarding the future directions of xAI
research and the emerging research opportunities. The additional data
extracted included the authors of the paper, the publication year, the
paper’s title, and the URL to the PDF (if available).

The results of the data extraction process, as well as the conclusions
drawn from it, will be presented in the subsequent sections.

4. The identified research directions & opportunities for xAI in
cybersecurity

The following section showcases the results of the targeted litera-
ture study — the identified key research directions for xAI, with the
particular focus on its application in the cybersecurity domain. These
include developing intuitive, user-centred explanations for complex AI
models, establishing robust evaluation metrics, integrating xAI into
various applications, and addressing ethical and regulatory concerns.
A number of more obscure, less-discussed but equally interesting re-
search opportunities have been discussed as well. These opportunities
collectively drive the advancement of xAI and its potential to enhance
the transparency and trustworthiness of AI systems.

4.1. Adopting more user-centred approaches

One of the research opportunities of xAI which are out the most are
the aspects of making the explanations user-centred.

The fundamental objective of contemporary AI initiatives is to
contribute to the creation of artificial intelligent systems that prioritize
human needs and expectations. These systems are designed to engage
with humans in an interpretable and explainable manner, with a pri-
mary focus on ensuring fairness, transparency, and accountability [53].
In traditional automated systems, automation itself has been at the
core, expecting users to adapt to its functionalities. However, advanced
automation does not necessarily lead to improved operator perfor-
mance. Human-centred AI seeks to revolutionize this paradigm by plac-
ing user needs, goals, and capabilities at the forefront of automation
design [53].

A user-centred approach, grounded in human factors, cognitive
science, and user experience, is advocated to engineer user-friendly AI
solutions for process industries [53] Yet, as mentioned by [63], inter-
preting and validating the reasoning behind machine learning models
can be a daunting task. After all, the act of providing explanations,
whether by a human or an algorithm (as in xAI), is inherently social.
Effective communication of explanations necessitates their adaptation
to the context of the recipients. As such, meaningless or overly com-
plex explanations can erode user trust in the system. Furthermore,
the requirement for explanations varies depending on the context,
and understanding what qualifies as a meaningful explanation to the
user requires a deep understanding of both the user and their con-
text [53]. To mitigate this challenge, they advocate for the development
of novel methods to identify a meaningful subset of the dataset for
interpretation, subsequently facilitating the interpretation of relation-
ships between various data samples and subsets [63]. A number of
methodologies have been proposed to understand users better, such
as mental model elicitation, Cognitive Task Analysis, and contextual
inquiry, as tools for comprehending how expert users assimilate infor-
mation and make decisions [51]. As noticed by Islam et al. Co-creation
and participatory design approaches can help tailor explanations to
specific domains [53].

The interaction between humans and AI systems, especially adap-
tive models that customize explanations based on user profiles, holds
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substantial importance, too. Insights from social sciences and human
behavioural studies have significant potential in the domains of xAI and
human-centred AI. There is a call for greater integration between the
Human–Computer Interaction (HCI) community and these emerging
fields [51,53]. As AI systems increasingly incorporate post-hoc ex-
plainability, it becomes crucial to carefully assess the implications and
second-order effects of these approaches. The content, modality, and
purpose of information communicated through xAI elements should
align with rigorous analysis of use cases and requirements from the
outset [51]. Research indicates that the quality of explanations can
influence trust and reliance. However, there is a noticeable lack of
research on the impact of xAI from the user’s perspective. These areas
represent opportunities for future investigation [47,54]. Another point
related to this is that as AI algorithms become increasingly complex, a
critical question arises: do end-users, such as cybersecurity experts or
healthcare professionals, need a comprehensive understanding of AI, or
should they simply trust its predictive accuracy based on past perfor-
mance? [60] Lastly, a number of researchers highlight the challenges
posed by increasing AI complexity and the importance of tailoring
explanations to individual users’ diverse and evolving needs [59].

In addition to this, Evans et al. have postulated that safe and
effective xAI must strike a balance between usability and the fidelity
with which it represents AI decision-making processes. Consequently,
two investigative avenues are proposed, the parallel and the orthog-
onal approaches. In the first one, explainability elements align with
components of the AI decision-making process that closely match users’
decision-making processes. This approach seeks to enhance user under-
standing by drawing parallels between human and AI reasoning [54].
On the other hand, with the orthogonal approach, explainability el-
ements are based on AI decision-making components with minimal
resemblance to human reasoning. By deliberately emphasizing the
distinct nature of AI systems, this approach aims to mitigate potential
negative effects. The latter approach is said to be setting up more realis-
tic expectations of what AI is capable of doing. However, it may require
additional user training and support [54]. Evans et al. admit that while
the orthogonal approach may risk alienating users, it holds potential
for creating synergy in human–AI cooperation, it acknowledges the
unique aspects of machine intelligence that can contribute to a more
sustainable xAI strategy [47,54].

4.2. Developing domain-specific xAI evaluation metrics

Another research direction heavily referenced by the domain ex-
perts that xAI needs is developing domain-specific evaluation metrics.

There has been an ongoing debate in the scientific community
regarding how to evaluate and measure explainability. So far, plenty
of methods have been proposed; still, the scientific consensus on which
metrics to use has been far from being reached.

Some researchers have agreed that the existing evaluation metrics
could be roughly divided into two types: human-centred [50] and
computer-centred (technical) ones [49,65]. Yet, right beyond this point
there is no agreement as to what the categories encompass. The absence
of agreed-upon evaluation criteria in xAI poses a significant challenge.
On top of that, evaluation methods often lack rigour and tend to be
based solely on the views of computer scientists and AI engineers.
However, to harness the benefits of xAI in various domains, including
construction, it is essential to cultivate evaluation frameworks that
include measurable outcomes aligned with the stakeholders’ interests,
goals, expectations, and demands within specific contexts [61].

Scientists notice that as the existing research often lacks a balance
between functional evaluation and user evaluation and over-reliance
on one over the other can lead to inaccurate insights drawn from
overly simplified evaluation scenarios [57]. Thus, a more harmonious
blend of these evaluation methods is essential to improve the quality
of xAI research [59]. In this vein, Brasse et al. suggest three research
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directions. First, xAI approaches should frequently undergo human-
grounded evaluation to account for human risks associated with novel
xAI methods. This includes robust evaluations that incorporate human
users. Second, the focus should shift towards application-grounded
evaluation with real users in real settings. This approach assesses the
utility, quality, and efficacy of xAI methods in practical, real-life scenar-
ios. Lastly, novel evaluation strategies should be explored, combining
functional and human-grounded evaluation. This approach allows for
a robust comparison of xAI approaches while considering the intricate
social aspects involved [59].

Another facet of this research direction is that while some general
metrics exist, there is a pressing need for the research community to
focus more on domain-specific metrics. Metrics should be tailored to the
application, considering the unique challenges and goals within specific
domains [55]. In the pursuit of advancing the field of xAI, it becomes
evident that the development of domain-specific evaluation metrics is a
crucial undertaking. Similarly, in the cybersecurity domain, developing
proper evaluation metrics is critical. Conventional metrics may not be
suitable due to unbalanced class distributions and the high-dimensional
nature of cybersecurity data. Furthermore, evaluating the consequences
of different types of errors is vital, as false positives and false negatives
can have vastly different implications [62].

4.3. Fostering interdisciplinary research

A number of scientists underscore the necessity of collaboration
with experts from diverse fields, such as social and behavioural sci-
ence, philosophy, psychology, and cognitive science, to advance our
understanding and capabilities in xAI [47].

This collaborative approach is motivated by the recognition that
comprehensively investigating xAI requires a holistic perspective. This
entails understanding xAI as a complex sociotechnical system with far-
reaching implications for AI practices in both business and society. It
transcends traditional disciplinary boundaries and necessitates a broad
perspective [48].

xAI, by its very nature, spans multiple domains, intertwining people,
information technology, and organizational contexts. To enhance our
understanding, it is imperative to adopt a multidisciplinary approach.
Insights from cognitive theories provide a foundation, but exploring
xAI through a social lens is equally valuable. Additionally, theories
from fields such as social sciences, management, and computer science
should be considered to create a holistic evaluation framework [59].

In this context, xAI includes four primary dimensions: data explain-
ability, model explainability, post-hoc explainability, and assessment
of explanations. Within these dimensions, interdisciplinary overlaps
emerge. While the ultimate goal remains consistent – to produce better
explanations – the specific objectives may vary based on the users and
contexts. For instance, designing xAI systems for AI novices requires
human-centred interfaces, while addressing the needs of AI specialists
demands alternative interpretability approaches. Therefore, consider-
ing various user groups becomes an additional dimension for aligning
xAI goals across different research disciplines and integrating diverse
research aims [57]. This again related to the fact that xAI, to be a
successful paradigm, requires contributions of fields beyond computer
science.

4.4. Understanding the need for context awareness in xAI

Numerous analysed studies identify building context awareness in
explainable Artificial Intelligence as another crucial research direction.
Similar to the emphasis on making explanations user-centred by consid-
ering the actual needs and capabilities of users, this approach highlights
the importance of exploring methods to generate explanations that
account for mission contexts, user roles, and targeted goals, regardless

of the type of AI system. While prior research in this area has been
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largely conceptual, there is an increasing need for more comprehen-
sive and practical implementations that consider broader contextual
factors [64].

As related by Yang and Wei, the development of context-aware
xAI is key, with a focus on generating explanations that take into
account the mission context. This context encompasses the surrounding
environment, various situations, and time-series datasets that influ-
ence AI system behaviour. Furthermore, mapping user roles, including
end-users, domain experts, business managers, AI developers, and oth-
ers, is essential. Lastly, context-aware xAI aims to align with specific
goals, such as refining models, debugging system errors, detecting bias,
and comprehending the AI learning process. Despite the conceptual
foundation laid by previous studies, the pursuit of more generalized
context-driven xAI systems and practical implementations emerges as
a vital direction for future research [64].

In the quest to build context-aware xAI, domain-specific require-
ments play an essential role. These requirements necessitate a compre-
hensive understanding of the system’s purpose, efficiency, and explain-
ability. Additionally, considerations include the level of complexity in
the desired explanations and the alignment of xAI solutions with the
specific needs and objectives of the domain [56].

In the context of network cybersecurity, the research goal revolves
around enhancing the reliability and accuracy of AI systems in inter-
preting and analysing data related to cybersecurity threats. This entails
the development and evaluation of novel algorithms, techniques, and
approaches for interpreting diverse data sources, including network
traffic, logs, and user behaviour data. A key challenge in this domain
is to develop machine interpretation techniques that can accurately
identify and classify cybersecurity threats while minimizing the risk
of false positives. Achieving this involves the analysis of contextual
and background information related to the data source, alongside the
utilization of machine learning algorithms to detect patterns and trends
indicative of cybersecurity threats [62].

4.5. Enhancing explainability through interactive and hybrid approaches

In the subject literature, there is a recurring postulate to be found,
regarding the enhancement of xAI through interactive explanations and
hybrid explanation systems. These approaches offer new dimensions for
building more human-centred and effective AI systems.

First and foremost, the concept of interactive explanations takes
centre stage. Interactive explanations encompass diverse techniques
such as conversation system interfaces, games, and the use of audio,
visuals, and video. These approaches hold promise in creating gen-
uinely human-centred explanations by identifying and addressing user
requirements. They facilitate better collaboration between humans and
AI, allowing for an iterative process that is crucial for the success of xAI
systems. By incorporating theories and frameworks that enable ongoing
interaction with users, interactive explanations pave the way for more
effective xAI [64].

Similarly, hybrid explanations involve the fusion of heterogeneous
knowledge from various sources, addressing challenges such as time-
sensitive data, inconsistency, and uncertainty. In recent years, hybrid
explanations have gained traction as an interesting and increasingly
explored topic. This approach necessitates the development of criteria
and strategies to establish a clear structure and consensus on what
constitutes success and trustworthy explanations [64].

Interactive visual tools empower AI and data specialists to enhance
model performance. These tools can also benefit novices in the field.
Interactive methods enable users to assess the impact of their actions
and adapt their queries to improve results. This section sheds light
on the importance of human interactions in the development of xAI
systems, emphasizing their potential to enhance user experiences and
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the utility of AI models [57].
4.6. Achieving bias-free xAI

The research findings align with previous observations, emphasizing
that social and cognitive biases profoundly impact human interactions
with xAI systems [54]. This includes the common tendency to an-
thropomorphize (x)AI systems, highlighting the need for xAI designs
that are adept at recognizing, mitigating, and judiciously utilizing
these biases and predispositions. To address the pervasive confirmation
bias, characterized by individuals processing information in a manner
that reinforces their existing beliefs, strategies are paramount. These
include limiting explanations for sensitive features primarily for system
development, and offering cognitive awareness training to developers
and data scientists [58].

Biases in xAI can emerge from multiple sources, encompassing
biased training data or subjective users’ responses. Vigilance in identi-
fying and rectifying these biases during the validation and verification
stages of AI algorithms is essential [60].

In light of these observations, scientists call for recognizing, mitigat-
ing, and occasionally harnessing biases and predispositions that impact
human interactions with xAI.

4.7. Striving for model and data transparency

Another research direction to be identified is ensuring the trans-
parency in xAI, of both the training data and the models themselves.
It highlights the role of trust in AI systems and the critical need to
understand the sources of model training data, particularly concerning
the credibility and diversity of expert annotators [54].

In the realm of network cybersecurity, transparency takes centre
stage as a crucial aspect. xAI methods in this domain must be designed
to offer comprehensible explanations of their decision-making pro-
cesses. However, achieving both effectiveness and transparency poses
a significant challenge, notably concerning the trade-off between ac-
curacy and transparency. Possible solutions include developing xAI
methods that can provide varying levels of transparency based on
the decision’s risk level and employing transparency-enhancing tech-
niques like sensitivity analysis. This challenge necessitates innovative
approaches to ensure the wide adoption of xAI in the cybersecurity
domain [62].

Similar postulates have been made concerning other domains, such
as biomedical engineering and healthcare informatics; where scien-
tists emphasize the critical role of explainable Artificial Intelligence
in enhancing transparency. In their context, the objective is to make
individuals aware of how AI prototypes operate. Human–computer in-
teraction technology plays a vital role in accelerating the explainability
of AI models, ushering in a new era of transparency [56].

4.8. Towards an ethical code for practical AI applications

The topic of ethical issues in artificial intelligence (AI) is of
paramount importance and encompasses a wide range of consider-
ations. Addressing the ethical challenges posed by AI technologies
necessitates interdisciplinary collaboration among experts in AI, ethics,
law, and related fields. AI applications give rise to a wide array of
ethical concerns encompassing areas such as bias, fairness, privacy,
and security. These issues demand various technical approaches for
resolution. For instance, addressing bias in AI models may require data
pre-processing, algorithmic modifications, or human oversight. Ensur-
ing the robustness and reliability of AI systems may involve techniques
like adversarial training, uncertainty quantification, and fault-tolerant
design. The complexity and diversity of ethical issues in AI span
different application domains and involve various stakeholders. For
example, medical AI systems introduce unique ethical considerations
related to patient safety, informed consent, and privacy, necessitating
distinct technical and legal frameworks compared to domains like

finance or transportation. In this context, it becomes evident that the
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ethical dimensions of AI are both critically important and extensive,
underscoring the need for a comprehensive and collaborative approach
to address them effectively.

Antoniadi et al. remark on the ethical dimensions of Explainable
Artificial Intelligence while emphasizing the importance of considering
ethics, fairness, safety implications, and the cognitive capabilities of the
audience when determining the appropriate type of explanations [47].
Efforts to formalize the study of ethics in practical AI applications have
led to the development of frameworks and guidelines. These include
initiatives like the IEEE Global Initiative for Ethical Considerations in AI
and Autonomous Systems and the EU Ethics Guidelines for Trustworthy
AI [57,62].

4.9. Privacy-preserving explainability

The need to research privacy-preserving xAI is paramount in our
increasingly data-driven world. As AI systems become more integrated
into our lives, safeguarding sensitive information and ensuring user pri-
vacy while maintaining transparency and interpretability are essential
to build trust and compliance with privacy regulations. Research in
this domain is crucial to strike a balance between AI’s capabilities and
the protection of individuals’ privacy rights, fostering responsible and
ethical AI adoption [57].

4.10. Empowering cybersecurity with natural language processing

The field of Natural Language Processing (NLP) has evolved from
the intersection of linguistics, computer science, and AI. It focuses on
the interaction between computers and human language, encompassing
tasks such as speech recognition, natural language understanding, and
natural language generation. NLP’s capabilities span from extracting
information and insights from unstructured data to organizing and
categorizing data units. In the context of network cybersecurity, NLP
plays a crucial role in enhancing the interpretability and transparency
of AI systems. By leveraging NLP techniques, cybersecurity experts can
better understand AI-driven threat detection and response, leading to
more effective security measures. Collaboration between NLP research
and the Human–Computer Interaction (HCI) community can further
enhance human–system interactions in cybersecurity, contributing to
a safer and more secure digital environment [52].

4.11. Handling in uncertainty xAI for network cybersecurity

In the context of network cybersecurity, effectively addressing
uncertainty becomes a paramount concern. The dynamic and ever-
evolving nature of this domain necessitates the development of robust
xAI methods adept at handling uncertainty. A multifaceted approach
can be explored, encompassing the utilization of probabilistic models
such as Bayesian networks, and the integration of robust optimization
techniques to enhance the reliability of AI systems. Emphasizing the
incorporation of uncertainty awareness into AI solutions is strongly
advocated, as it holds the potential to not only bolster the robustness
but also ensure the dependability of xAI deployments within this critical
domain [46,62].

4.12. Ensuring reproducibility

Reproducibility is a fundamental aspect of xAI research, enhancing
trust in algorithms and facilitating comparisons between different stud-
ies. To ensure reproducibility, Hulsen recommends that algorithms, in-
cluding scripts and underlying data, should be made accessible for reuse
whenever possible. This approach enables the replication of results,
ultimately increasing confidence in the algorithm’s performance [60].

In certain domains, such as xAI models based on electronic health
records, the importance of research reproducibility may not receive
adequate attention. To address this issue, researchers should utilize
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open data sources, clearly describe the methodology and infrastructure
used, and share their code with the research community. Additionally,
publication venues should establish reproducibility standards to be
followed by authors as part of the publication process. These measures
aim to enhance the reproducibility of xAI research and foster a culture
of transparency and trust [63].

4.13. Balancing correlation and fusion of information

Correlating and fusing information from multiple sources can sig-
nificantly enhance the interpretability and transparency of machine
learning and deep learning models. This approach often leads to more
accurate inferences than analysing a single dataset. However, it is
essential to balance this enrichment of explainability with privacy
concerns, as the fusion of data can compromise data privacy. Therefore,
AI studies, especially in fields like construction and computer vision,
should explore data and information fusion to enhance interpretability
while safeguarding privacy [61].

Security and privacy are paramount in xAI. Popular xAI methods
like SHAP may be computationally expensive when executed itera-
tively. Research should focus on developing energy-efficient xAI meth-
ods while also implementing interpreters that filter sensitive informa-
tion to avoid privacy breaches and ensure compliance with intellectual
property laws. These measures are essential in conveying explanations
to stakeholders without compromising security or privacy [55].

4.14. Combining explanatory approaches

Lastly, to enrich user comprehension, it is advantageous to in-
quire the synergistic fusion of diverse explanatory approaches that
complement one another. For instance, the seamless integration of
local and global explanations can yield a holistic perspective on AI-
driven decisions, enhancing the overall clarity of system outputs. This
comprehensive approach to combining various explanation methods
not only empowers xAI systems to deliver more robust insights but also
equips users with a more informative and nuanced understanding of
complex AI processes [59].

4.15. The future challenges of xAI in cybersecurity

Although the primary objective of this paper was not to explore
future challenges directly, this comprehensive review of the literature
and the systematic analysis of current trends and gaps have enabled the
authors to identify several emergent challenges related to xAI in the
cybersecurity domain. These challenges highlight the complexity and
the multifaceted nature of integrating explainability into cybersecurity
practices effectively. Some of the identified challenges has been briefly
discussed below.

One of the foremost challenges is the lack of standardization in
defining what constitutes explainability within cybersecurity applica-
tions. This ambiguity complicates the development, evaluation, and
comparison of xAI systems [66]. There also exists an inherent trade-
off between the complexity (and thus, performance) of AI models and
their interpretability. Achieving optimal balance remains a significant
challenge, as higher complexity often leads to reduced interpretability,
impacting users’ trust and understanding of the system’s decisions [67].

In addition to this, crafting explanations that are meaningful and
useful across different levels of user expertise presents another chal-
lenge. Useful explanations must be adaptable to cater to diverse users,
from security experts to laypersons, ensuring that the xAI system’s
decisions are accessible and understandable to all [68]. Another very
important challenge are the considerations related to privacy and se-
curity. They are connected with the fact that integrating explainability
into cybersecurity solutions raises concerns about privacy and security,
particularly in how detailed explanations might inadvertently expose

sensitive information or system vulnerabilities [57,66].
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Fig. 10. The research directions and opportunities for xAI identified in the study presented.
Researchers have also pointed out that the absence of robust eval-
uation metrics for explainability further complicates the assessment of
xAI systems. There is a pressing need for metrics that can quantify the
effectiveness of explanations in a manner that is both comprehensive
and domain-specific [63].

Lastly, it has been noted that the use of explanation methods may
present a kind of paradox. Their simplicity and universality stand
as strengths, yet concerns about their robustness and potential as an
attack surface cannot be overlooked. As a result, the quest for model
transparency might inadvertently expose sensitive details, offering ad-
versaries new vectors for exploitation. This duality underscores the
imperative for developing robust, transparent xAI models that safe-
guard against such vulnerabilities without compromising on the clarity
and utility of explanations [69]

It is important to note that the challenges highlighted herein rep-
resent only a subset of the many issues facing the integration of
explainable AI into cybersecurity. The rapid pace of technological
advancements and the evolving nature of cyberthreats ensure that
this field will confront a continuously expanding set of challenges.
The depth and breadth of these challenges call for ongoing, collab-
orative research efforts that draw on a wide range of expertise and
perspectives.

5. Conclusions

The summary of this study’s findings has been presented in Fig. 10.
This paper has explored a spectrum of critical research directions

within the realm of explainable Artificial Intelligence, with a particular
focus on its application in Network Intrusion Detection Systems. The
authors have studied the imperative need for user-centred explanations,
the challenges posed by increasing AI complexity, the significance of
context-aware xAI, and the delicate balance between data fusion and
privacy preservation. Furthermore, discussions have encompassed the
vital role of ethics, transparency, and interdisciplinary collaboration in
shaping the future of xAI. The less-discussed, more obscure ideas were
mentioned as well.

These research directions collectively underscore the dynamic na-
ture of xAI, reflecting its continuous evolution to meet the demands
of our data-driven world. By placing human needs and ethical consid-
erations at the forefront, the researchers pave the way for AI systems
that inspire trust, enhance transparency, and contribute to a more
interpretable and accountable AI landscape.
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As we move forward, it is hoped that these research directions
will guide scholars, practitioners, and policymakers in their pursuit of
responsible and impactful xAI solutions. By addressing the challenges
outlined herein and embracing the opportunities they present, a new
era of AI can be ushered in—one that not only empowers individuals
and organizations but also aligns seamlessly with the desired values and
expectations. Ideally, good xAI solutions will provide comprehension
not only for experts but also common, regular users. The journey
towards xAI excellence continues, and the path is illuminated by the
insights and endeavours shared within these research directions.
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